
 

ITDM LEZIONE OL

DEL 24 09 2019

Information is an obstruct term which can be interpreted

as additional KNOWLEDGE Information is RECEIVED when a

Question is answered We can then use the information
obtained to modify our BEHAVIOURS

Oss The modern Information Theory is based on

the following articles

CERTAIN FACTORS AFFECTING TELEGRAPH SPEED

HARRY NYQUIST 1924

TRANSMISSION OF INFORMATION

RALPH V HARTLEY 1928

A MATHEMATICAL THEORY OF COMMUNICATION

C E SHANNON 1948

Shannon was the first to ere a

probability model for a communication
system Information is therefore linked to
probability and randomness



PROBABILITY THEORY

Probability theory studies the anoxerties end
aalterns of RANDOM EXPERIMENTS

DEF RANDOM VARIABLE

A RANDOM VARIABLE is a real valued number w

assigned to every OUTCOME of a STOCHASTIC EXPERIMENT

such that the set

w x w Ex

is an EVENT F X E IR

OIS The function defining the r v X h 112

IS NOT RANDOM What is random is actually
in the outcome w E r SAMPLE SPACE and not
in Xlw

Remember that

i The outcome of en exmeriment is denoted as
w and it is uniquely determined by
carrying out the experiment

in The net of all nonible outcomes is denoted

by rn and is called the SAMPLE SPACE



Iii An X E S is called a SAMPLE POINT while
on A E r is called en EVENT

We have 2 different tyres of v v

depending on the CODOMAIN

Sf it is discrete we have a

DISCRETE R.v and we define

Fx x P X EffffiathfE Distribution

Ny Xi P X
PROBABILITY MASS
FUNCTION

If it is continuous we have a
CONTINUOUS R V and we define

ECx Ct at



HOWTOMEASUREIN FORMATION

We start with the following rules

If there is no knowledge or 0 Knowledge

then we have no information

If I is the amount of info then I 0

and there is no inner bowl

We thus get I E 0

Information and anbubility are intuitively
linked in the following way

Events with 20W PROB give HIGH INFO

if they happen and

Events with 20WPROB give HIGH INFO

if they happen and

DEF SELF INFORMATION
ht Xi be the outcome of the exneriment then the
SELF INFORMATION of the event X Xi is defined as

Ia Xi Gsa xi a E th



Usually a 2 and the unit of measure is called
BIT BINARY UNIT

Css Initially the word bit was used to
represent a UNIT OF MEASURE and not a
BINARY DIGIT With this you can of love
a REALNUMBER OF BITS

PROPERTIES OF SELF INFORMATION

1 CONTINUITY

2 NON NEGATIVITY

3 MONOTINICITY

Iki is a non decreasing function of nail

Entropy
The SELF INFORMATION measure is defined for a

singleevent and it can be commuted only after
the experiment is over and the outcome is known

We thus introduce the concert of Entropy to be
able to commute the amount of information
of a random experiment BEFORE the experiment

is actually carried out



DEF Entropy
Given a discrete r v X the ENTROPY of
X is defined as

Hcx E Ik
Nx

Xii Iki
e p
Nx

Enki I
i r Byz mail

PROPERTIESOF ENTROPY

L CONTINUITY

2 NON NEGATIVITY

3 CONCAVITY

A concave function

convex function

The concavity of HK means that the
entroxy function has a
COMPUTABLE AND UNIQUE MAXIMUM



EXAMPLE Consider the tycnicol COIN TOSSING
noblem

PCH 12
H 12 log 2 t 12 Ga 2 1

PCT I
2

That.int nei ii
is maximized whenI

1 In 12
I 1 7
12


